
DARTMOUTH
CONFERENCE

The term Artificial
Intelligence is coined by

John McCarthy and
colleagues, marking the
official start of the field.

SECOND AI
WINTER

Expert systems prove costly
and limited, leading to
another downturn in

research support.

EXPERT SYSTEMS
BOOM

EARLY AI
PROGRAMS

First symbolic reasoning
and expert systems
emerge, focusing on

problem-solving and logic.

AI regains traction with
commercial applications in

medicine, business, and
engineering.

IBM’S DEEP BLUE

Defeats chess world
champion Garry Kasparov,

a landmark in machine
intelligence beating
humans at complex

games.

DEEP LEARNING
BREAKTHROUGH

AlexNet wins the ImageNet
competition, demonstrating

the power of deep neural
networks and sparking

modern AI progress.
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FIRST AI WINTER

Over-inflated expectations
lead to reduced funding

and slowed progress.

MACHINE LEARNING
EXPANSION

Big data and increased
computing power drive

breakthroughs in speech,
vision, and natural

language processing.
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GENERATIVE AI
FOUNDATIONS

Ian Goodfellow introduces
Generative Adversarial

Networks (GANs), enabling
AI to create realistic new

data like images and text.

MULTIMODAL &
SAFER AI

Advances include chain-of-
thought prompting,

Microsoft’s Kosmos-1,
Anthropic’s Claude for safer
outputs, & early government

regulation efforts.

GENERATIVE AI GOES
MAINSTREAM

TRANSFORMER
ARCHITECTURE

Google researchers publish
Attention Is All You Need,
introducing Transformers
that revolutionize NLP and

enable large language
models.

Tools like DALL·E 2, Stable
Diffusion, and ChatGPT

popularize generative AI for
art, writing, coding, and

design. ChatGPT hits 100M
users in 2 months.

MULTIMODAL
EXPLOSION

AI models like Sora and
Gemini demonstrate fluid

generation across text,
audio, and images. Early

video-generation systems
show realistic scenes from

prompts. Enterprise
adoption accelerates as

productivity suites, search
engines, and creative tools
embed generative AI as a

standard feature.
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RISE OF LARGE
LANGUAGE MODELS

OpenAI’s GPT series shows
AI can generate coherent,
human-like text at scale,

setting the stage for
generative AI.

THE INTEGRATION ERA

AI shifts from novelty to
infrastructure. Enterprises
deploy AI for personalized

healthcare, automated
legal and financial

analysis, marketing, and
education. Models become

more specialized, with
domain-trained AIs

outperforming generalist
systems in medicine, law,
and engineering. Ethical

and regulatory frameworks
solidify globally, shaping

responsible use.
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